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ABSTRACT
Objective: Hypoxic-ischemic encephalopathy is a major cause of neonatal morbidity and mortality. Diffusion-weighted imaging plays a 
key role in early diagnosis. With the increasing interest in large language models like ChatGPT, it is important to evaluate their potential 
in radiological interpretation. The aim of this study was to assess the diagnostic performance of ChatGPT-4o in identifying diffusion 
restriction on neonatal brain Diffusion-weighted imaging (DWI) and to determine whether clinical information (Thompson score) influences 
its diagnostic responses.
Material and Methods: This retrospective study included 36 neonates (18 with and 18 without diffusion restriction) who underwent 
brain DWI MRI between postnatal days 4 and 7. For each case, representative DWI and Apparent diffusion coefficient (ADC) images were 
uploaded to ChatGPT-4o in five separate sessions. The same process was repeated after adding the Thompson score. Performance was 
evaluated using sensitivity, specificity, Positive predictive value (PPV), Negative predictive value (NPV), Odds ratio (OR), Fleiss Kappa, and 
McNemar test. 
Results: Without clinical information, sensitivity was 56.7%, specificity 90%, PPV 85%, and NPV 67.5% (OR; 11.77). With the Thompson 
score, sensitivity increased to 72.2%, specificity to 91.1%, PPV to 89%, and NPV to 76.6% (OR; 26.65). Intra-observer agreement was 
very high (without vs. with Thompson score; κ= 0.825 vs. κ= 0.920). McNemar test showed a statistically significant difference (p=0.045) 
after clinical data were included.
Conclusion: ChatGPT-4o showed high specificity and moderate sensitivity in detecting diffusion restriction on DWI. Clinical information 
significantly influenced diagnostic responses, highlighting both the potential and limitations of large language models (LLMs) in radiology.
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INTRODUCTION

Hypoxic-ischemic encephalopathy (HIE), resulting from perinatal 
asphyxia, is a significant cause of morbidity and mortality in neonatal 
intensive care units. The incidence of HIE is approximately 2.5 
per 1000 in term births without abnormalities and around 7 per 
1000 in preterm births (1,2). Neuroimaging plays a critical role in 
the diagnosis, prognosis, and management of HIE. While USG, 
CT, and MRI are all part of the diagnostic imaging, MRI provides 
superior sensitivity and specificity compared to the others (3). 
Diffusion-weighted imaging (DWI), in particular, is more sensitive 
in detecting acute brain injury and enables early diagnosis and 
timely intervention (4).

Recent progress in large language models (LLMs) such as 
ChatGPT has generated interest in their potential application 
to radiology, a field that heavily relies on visual data. LLMs have 
been the subject of numerous studies in radiology practice, 
particularly in areas such as clinical decision-making, workflow 
optimization, structured report generation, and enhancing 
patient communication (5-9). Although various studies have 
evaluated the performance of different LLMs, the majority 
predominantly focus on different versions of ChatGPT, which is 
widely used in daily practice. Among these models, ChatGPT-
4o (GPT-4 Omni) was developed by OpenAI (San Francisco, 
California, USA) and publicly released on May 13, 2024. While 
ChatGPT-4o has been investigated for its potential in interpreting 
radiological images across various domains, no study to date 
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with HIE. To minimize the effect of the small sample size, each 
image was assessed at five different time points, resulting in a 
total of 90 diffusion MRI images with normal findings and 90 
with diffusion restriction being analyzed.The flow chart of the 
study is shown in Figure 1.

MRI scans were independently reviewed by two radiologists 
to determine the presence of diffusion restriction. As both 
radiologists obtained identical results for all patients, an 
interobserver agreement analysis was not performed. Based on 
these evaluations, the infants were divided into two groups: those 
with diffusion restriction and those without diffusion restriction. 
Since all patients with diffusion restriction demonstrated lesions 
in the periventricular white matter, the most representative slices 
from this region were selected for the diffusion restriction group. 
To ensure methodological consistency, slices including both 
lateral ventricles and the periventricular white matter were also 
selected in the group without diffusion restriction. All images 
were automatically saved in JPEG format by the hospital’s 
PACS system.

First, the prepared DWI trace images were uploaded to ChatGPT-
4o with the question “Can you tell me which MR sequence is 
this?” to evaluate its ability to recognize the sequence (Figure 
2A). Then, the ADC map of the same patient was uploaded with 
the question “I am sending the ADC map of the same patient. 
Are there any diffusion restrictions in the images? If so, in which 
location of the brain?” to assess whether it could detect diffusion 
restriction (Figure 2B). The following prompt was entered into 
ChatGPT-4o for the evaluation conducted after providing the 
clinical information: ‘I will send the Thompson score, which is 
an indicator of the neurological status, along with the diffusion 
MRI and ADC maps of the newborn patient. Could you please 
indicate whether there is diffusion restriction?’ (Figure 2C, D). 
For each patient, a separate session was initiated to avoid any 
influence from previous image assessments. The images of 
each patient were evaluated five times at one-week intervals. 
All assessments were repeated five times after uploading the 
images to ChatGPT-4o along with the patients’ Thompson 
scores. The results obtained with the clinical information 
included were recorded. 

Based on the collected data, sensitivity, specificity, positive 
predictive value, negative predictive value, and odds ratio 
were calculated to evaluate the performance of ChatGPT-4o 
in detecting diffusion restriction. Intra-observer agreement 
across the five repeated responses provided by ChatGPT-4o 
for each case was assessed using the Fleiss Kappa method. 
The McNemar test was used to determine whether there was 
a significant difference between the responses given before 
and after the inclusion of the Thompson score. All statistical 
analyses were performed using IBM SPSS Statistics version 26.

has assessed its performance in detecting diffusion restriction 
on DWI MRI for the diagnosis of HIE. However, prior research 
has demonstrated that the inclusion of clinical information can 
significantly influence the image interpretation of LLMs (10-12).

The aim of our study was to evaluate the performance of 
ChatGPT-4o in detecting diffusion restriction on neonatal brain 
DWI MRI, as well as to assess how the inclusion of clinical 
information influences its image interpretation. In this context, 
the study also explored the potential impact of integrating 
LLMs into the radiology workflow and investigated how future 
developments in this field might affect diagnostic processes.

MATERIALS and METHODS

This retrospective descriptive study included neonates who 
were admitted to Izmir Tinaztepe University Private Buca 
Hospital tertiary-level neonatal intensive care unit between 
January 2023 and December 2024, received wholebody 
therapeutic hypothermia due to moderate-to-severe HIE, 
and had diffusion-weighted MRI scans performed between 
postnatal days 4 and 7. All MRI scans were acquired using a 
1.5 Tesla system (GE Healthcare SIGNA HDe). The Thompson 
scores obtained from all patients were recorded within the first 
four hours postnatally. 

Total 42 brain diffusion MRI scans from patients diagnosed with 
moderate-to-severe HIE were initially reviewed. Due to image 
artifacts that adversely affected image quality, 6 scans were 
excluded. The final sample consisted of 18 patients with normal 
MRI findings and 18 patients with diffusion restriction consistent 

 

Figure 1: The flowchart of the study.
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negatives. However, 9 normal images were classified as 
false positives, and 39 images with diffusion restriction were 
classified as false negatives. Based on the evaluation results, 
the sensitivity of ChatGPT-4o was found to be 56.7% (CI: 
46%–67%). The specificity was determined as 90% (CI: 84%–
96%). The positive predictive value (PPV) was 85% (CI: 76%–
94%), and the negative predictive value (NPV) was 67.5% (CI: 
59%–76%). The calculated odds ratio (OR) was 11.77.

RESULTS

In the first task, which involved identifying the uploaded MR 
sequence, ChatGPT-4o correctly recognized all sequences. 
For the evaluation of diffusion restriction, ChatGPT-4o 
identified 51 out of 90 images with diffusion restriction as 
true positives, and 81 out of 90 normal images as true 

Figure 2: In the example provided, ChatGPT-4o correctly identified the MRI sequence shown in the image when asked to determine the sequence 
type (A). In the second question directed to ChatGPT-4o, the model correctly identified diffusion restriction in the periventricular white matter 
(B). Example case without (C) and with (D) diffusion restriction evaluated by ChatGPT-4o using the prompt provided with the Thompson score.

B

D
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Figure 3: The responses provided by ChatGPT-4o across five repetitions for each case, without (A) and with (B) Thompson scores.
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Although LLMs such as ChatGPT have only been publicly 
available for a few years, they have already become the focus 
of numerous studies in the field of radiology due to the wide 
variety of imaging modalities and the ease of access to data. 
In a study by Kuzan et al. (13), which evaluated diffusion 
restriction in the diagnosis of acute stroke, ChatGPT-4 achieved 
an accuracy rate of 79.5%. In a study conducted by Zhang et 
al. (14), aiming to evaluate intracranial hemorrhages on brain 
CT scans, ChatGPT-4 demonstrated an overall detection 
accuracy of 79.6% across all hemorrhage types, reaching up 
to 89% specifically in cases of epidural hematoma. In a study 
by Ozenbas et al. (15) which evaluated the performance of 
ChatGPT-4o in identifying MRI characteristics and making 
differential diagnoses of brain tumors the model achieved 
accuracy rates ranging from 79.5% to 88.3% for certain 
characteristic features including signal properties, perilesional 
edema and contrast enhancement. However its performance 
was found to be low in determining lesion localization and in 
distinguishing between intra-axial and extra-axial lesions. In a 
study conducted by Lacaita et al. (16), ChatGPT-4o detected 
pathologies with an accuracy of 72% on abdominal X-ray 
images and 66.1% on chest X-ray images. In recent studies, 
the relatively high diagnostic accuracy achieved by LLMs is 
considered promising for the future. The continual emergence 
of new applications and the ongoing updates of existing ones 
will inevitably further enhance these success rates. In addition 
to this positive outlook, there are also studies indicating that 
the integration of LLMs into clinical practice is not yet realistic. 
In a study by Hager et al. (17), which included 2400 real 
patient cases and a dataset covering four common abdominal 
pathologies, it was demonstrated that large language models 
performed significantly worse than physicians in making 
diagnoses, failed to follow diagnostic and treatment algorithms, 
and were unable to interpret laboratory results accurately. In 
addition, studies have shown that LLMs can generate incorrect 
yet convincing information and may produce potentially harmful 
outcomes such as ethical, legal, and privacy concerns, as well 
as hallucinations (18,19). However, it is important to remember 
that the LLMs evaluated in these studies were not originally 
designed for diagnostic purposes; rather, they were initially 
developed as text-based language models. In the field of 
radiology, in addition to AI programs specifically developed for 
diagnostic purposes, we believe that LLMs, given their wide 
accessibility and lower financial barriers, may also serve as 
valuable supportive tools within the diagnostic process.

There are several critical issues, such as bias and prejudice, 
that must be thoroughly investigated before adapting artificial 
intelligence and LLMs into medical diagnostic processes. In a 
study by Zack et al. (20), which evaluated biases in GPT-4’s 
diagnostic decision-making, the authors demonstrated that 
the model’s clinical decisions were influenced by race and 
gender information, and that it may propagate or even reinforce 
harmful societal biases. Schmidt et al. (21). demonstrated in 
their study that, when making diagnostic decisions, ChatGPT 
was more influenced by the patient’s medical history compared 

After re-evaluating all images with the addition of Thompson 
scores, the model’s sensitivity was found to be 72.2% (CI: 62%–
81%). Specificity was determined as 91.1% (CI: 84%–97%). 
PPV was 89.0% (CI: 81%–96%), and the NPV was 76.6% (CI: 
68%–85%). The calculated OR was 26.65 (Table I). 

The responses before and after the inclusion of the Thompson 
scores were compared using the McNemar test. The responses 
provided by ChatGPT-4o showed a statistically significant 
change after clinical information was added (p=0.045).

The intra-observer agreement of ChatGPT-4o was assessed 
using the Fleiss Kappa test. When evaluations were performed 
based solely on imaging, the agreement was calculated as 
0.825 (95% CI: 0.765–0.885), indicating a very high level of 
consistency (Figure 3A). After the addition of clinical information 
in the form of Thompson scores, the agreement further 
increased to 0.920 (95% CI: 0.880–0.960), reflecting a high 
level of level of consistency (Figure 3B). Cases with responses 
that changed after the clinical information was provided are 
shown in Figure 4.

DISCUSSION

The main findings of this study indicate that ChatGPT-4o 
demonstrates moderate sensitivity (56.7%) and high specificity 
(90.0%) in detecting diffusion restriction on DWI MRI images. 
When clinical information (Thompson score) is incorporated, 
the model’s sensitivity increases significantly to 72.2%, while 
specificity remains high at 91.1%. These results suggest that 
ChatGPT-4o is substantially influenced by the clinical context 
during image interpretation.

 

Figure 4: Cases where ChatGPT-4o’s interpretation consistently 
changed in all five repeated evaluations after the inclusion of Thompson 
scores.
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medical decision support systems, reproducibility must be 
systematically improved to ensure reliability for both patients 
and healthcare professionals.

The primary limitations of our study include its single-center and 
retrospective design. Although each image was evaluated at five 
different time points to increase the total number of assessments, 
the relatively small patient population may limit the generalizability 
of the findings. Another limitation is the repeated-measures 
design. Since each patient’s images were evaluated five times, 
the McNemar test included non-independent observations, 
which may have led to an overestimation of statistical power. 
The study focused exclusively on ChatGPT-4o, a widely used 
and popular LLM, and did not compare its performance with 
other LLMs or artificial intelligence applications specifically 
developed for medical imaging. The results, therefore reflect 
the performance of this particular version, and it should be 
noted that future updates or emerging developments may 
influence these outcomes.  Furthermore, although the most 
demonstrative slices were selected for evaluation, the analysis 
was performed based on single representative images rather 
than complete imaging series, which may not fully reflect routine 
radiological practice.

CONCLUSION

Our study demonstrates that ChatGPT-4o achieved notably 
high specificity in detecting diffusion restriction on brain DWI 
scans for the diagnosis of HIE. A key finding of this study is the 
significant improvement in diagnostic performance following 
the inclusion of clinical information, which raises important 
concerns regarding potential bias and prejudice. Despite these 
concerns, the increasing accessibility and widespread adoption 
of LLMs suggest that they may hold substantial promise as 
diagnostic support tools in radiology. However, future studies 
involving larger and more diverse patient populations, as well 
as the inclusion of additional influencing factors, are necessary 
to further evaluate the reliability, objectivity, and clinical utility of 
LLMs in medical imaging.
Ethics committee approval
This study was conducted in accordance with the Helsinki Declaration 
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to resident physicians. In our study, a significant difference was 
observed between the responses provided by ChatGPT-4o 
when diagnosing based solely on imaging and when additional 
clinical information was provided. Among patients with HIE, 
in some cases with high Thompson scores indicating greater 
clinical severity, the model reported the presence of diffusion 
restriction after receiving clinical information. Conversely, in 
two patients with low Thompson scores, the model indicated 
no diffusion restriction following the provision of clinical data. 
Our findings are consistent with studies showing that clinical 
context can affect LLM interpretations. For example, Huppertz 
et al.(11) reported better accuracy for ChatGPT-4 when clinical 
information was provided, and Horiuchi et al. (10). found that 
ChatGPT-4 performed better with text-based clinical data than 
with images alone. Our study adds to this evidence by showing 
measurable changes after including the Thompson score in 
neonatal DWI for HIE. Although radiologists themselves may 
sometimes be influenced by clinical information during image 
interpretation, the detection of diffusion restriction in our 
study represents a relatively straightforward diagnostic task. 
The statistically significant difference observed in this limited 
patient sample raises important concerns regarding the clinical 
integration of current LLM versions in diagnostic workflows.

An important factor in the diagnostic process is repeatability. 
In a study by Frangi et al. (22), which evaluated emergency 
department triage, a 21% variation was observed across 30 
repeated runs for each combination, indicating low repeatability. 
In a study by Khatri et al. (23) investigating medication-related 
information queries, the authors found that when the same 
prompts were tested on different days, ChatGPT-3.5 achieved an 
accuracy ranging from 10% to 30%, while ChatGPT-4 achieved 
an accuracy ranging from 40% to 60%, demonstrating limited 
reproducibility. Similarly, in a study by Krishna et al. (24) using 
a radiology board-style examination, both ChatGPT-3.5 and 
ChatGPT-4 demonstrated moderate intrarater agreement. By 
contrast, Lacaita et al.(16) reported a high level of intraobserver 
agreement in their study evaluating ChatGPT-4o’s performance 
in interpreting chest and abdominal X-ray images. In our study, 
a high level of intraobserver agreement was observed both 
in evaluations based solely on imaging and in those where 
clinical information was provided. The varying results regarding 
reproducibility reported in the literature may be attributable to 
factors such as differences in imaging modalities, the complexity 
of the diagnostic tasks, the extent of the LLMs’ prior exposure 
to the investigated imaging types, and differences between 
model versions. From the perspective of integrating LLMs into 

Tablo I: Comparative presentation of ChatGPT-4o’s responses based on imaging alone and after the addition of clinical 
information (Thompson score) in terms of sensitivity, specificity, positive and negative predictive values (PPV, NPV), odds 
ratio (OR) and Fleiss Kappa coefficient results

Sensitivity* Specificity* PPV* NPV* OR Fleiss Kappa
Image-Based Evaluation 56.7 (46–67) 90.0 (84–96) 85.0 (76–94) 67.5 (59–76) 11.77 0.825
With Thompson Score 72.2 (62–81) 91.1 (84–97) 89.0 (81–96) 76.6 (68–85) 26.65 0.920

*: % (CI %)
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